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Abstract Accuracy of cloud predictions in numerical weather models can considerably impact ozone
(O3) forecast skill. This study assesses the benefits in surface O3 predictions of using the Rapid Refresh
(RAP) forecasting system that assimilates clouds as well as conventional meteorological variables at hourly
time scales. We evaluate and compare the WRF‐Chem simulations driven by RAP and the Global
Forecast System (GFS) forecasts over the Contiguous United States (CONUS) for 2016 summer. The day 1
forecasts of surface O3 and temperature driven by RAP are in better agreements with observations.
Reductions of 5 ppb in O3 mean bias error and 2.4 ppb in O3 root‐mean‐square‐error are obtained on average
over CONUS with RAP compared to those with GFS. The WRF‐Chem simulation driven by GFS shows a
higher probability of capturing O3 exceedances but exhibits more frequent false alarms, resulting from its
tendency to overpredict O3. The O3 concentrations are found to respond mainly to the changes in boundary
layer height that directly affects the mixing of O3 and its precursors. The RAP data assimilation shows
improvements in the cloud forecast skill during the initial forecast hours, which reduces O3 forecast errors at
the initial forecast hours especially under cloudy‐sky conditions. Sensitivity simulations utilizing satellite
clouds show that the WRF‐Chem simulation with RAP produces too thick low‐level clouds, which leads to
O3 underprediction in the boundary layer.

1. Introduction

Ground‐level ozone (O3) is a secondary pollutant formed by chemical reactions that involve nitrogen
oxides (NOX) and volatile organic compounds (VOCs) in the atmosphere under the presence of ultravio-
let (UV) radiation. Because of its adverse effects on human health and on ecological systems, O3 is sub-
ject to regulations outlined in the National Ambient Air Quality Standards. The current air quality
standard for ground‐level O3 in the United States is 70 ppb for maximum daily 8‐hr average O3

(MDA8 O3). To forecast and regulate O3, photochemical air quality models have been used to simulate
the physical and chemical processes that affect O3 as well as other air pollutants. Despite considerable
efforts made in the last two decades to improve O3 forecast skill, accurate O3 prediction still remains
challenging (Ryan, 2016). A recent evaluation of an ensemble of operational regional air quality models
over the Contiguous United States (CONUS; Im et al., 2015) showed that models tend to overestimate
the summertime surface MDA8 O3 levels below 50 ppb and underestimate levels above 70 ppb that
are of greatest concern for air quality forecast.

One of the challenges lies in the uncertainties in meteorology, and several previous studies reported large O3

model errors associated with uncertainties in meteorological variables (2–10 ppb for MDA8 O3 in summer-
time over the United States; Zhang et al., 2007; Gilliam et al., 2015; Foley et al., 2015). For example, Gilliam
et al. (2015) examined the impact of inherent meteorology uncertainty on O3 prediction using ensemble per-
turbation techniques and several different meteorological models. They showed that MDA8 O3 can have a
standard deviation of 10 ppb, which represents 15–20% of the mean ensemble value. They highlighted the
large ensemble variability associated with the planetary boundary layer (PBL) height and shortwave radia-
tion (closely related to clouds) whose spreads are 25% of the mean ensemble value and 20% of the maximum
incoming radiation, respectively.
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Among many meteorological variables influencing O3 concentration, UV
radiation plays a key role in O3 formation as it directly drives the photo-
chemistry. Hence, clouds that significantly modulate UV radiation in
the atmosphere have been recognized as one of the most important
meteorological factors. Recently, Ryu et al. (2018) utilized satellite cloud
retrievals to estimate O3 uncertainties associated with the uncertainties
in cloud predictions using the Weather Research and Forecasting with
chemistry (WRF‐Chem) model. They showed that the summertime aver-
aged MDA8 O3 can have errors of 1–5 ppb caused by incorrect clouds in
the model simulations, which represent up to about 40% of the total
MDA8 O3 bias under cloudy conditions. However, this method that con-
sisted of replacing the radiative forcing of modeled clouds with satellite
clouds is not applicable to O3 forecasts.

From the perspective of numerical weather prediction (NWP), there have
been various attempts to assimilate or initialize clouds in NWP models,

leading generally to improved cloud predictions as reviewed by van der Veen (2013). The improvement in
cloud forecasts has been generally found to last only several hours, typically for 1–7 hr. A recent study by
Chen et al. (2016) demonstrated that the forecast with variational assimilation of satellite cloud water/ice
paths shows a significant improvement in precipitation for the first 7 hr. However, to the best of our knowl-
edge, the effects of cloud assimilation in O3 predictions have not been fully quantified so far.

In this context, we use the National Oceanic and Atmospheric Administration (NOAA) Rapid Refresh (RAP)
hourly analysis, which use nonvariational cloud data assimilation, as meteorological inputs to drive WRF‐
Chem forecasts every hour and to estimate its effects on summertime O3 forecasts over CONUS. The RAP
is an hourly updated assimilation and model forecast system based on the WRFmodel, which has been used
for operational short‐range weather forecasts since 2012 (Benjamin et al., 2016). The objectives of the present
study are threefold: (1) to evaluate O3 forecast skill utilizing RAP and compare the performance with that
using the Global Forecast System (GFS) forecasts as meteorological inputs, (2) to assess the benefits of O3

forecasts from RAP hourly updated meteorological and cloud fields, and (3) to identify the relative contribu-
tions of meteorological factors to O3 forecasts.

2. Methods
2.1. Experiment Design

WRF‐Chem version 3.9.1.1 is used in this study. The model configuration is identical to that used in RAP
version 3 (hereafter RAPv3) except for the model domain and the grid resolutions. Our model domain covers
CONUS and is embedded within the larger RAPv3 domain over North America. TheWRF‐Chemmodel uses
the horizontal grid of 12 km and 50 vertical levels with a model top pressure of 15 hPa, whereas RAPv3 uses
13.545 km horizontal grid with 51 vertical layers extending up to 10 hPa. The simulation period is 6 June
2016 through 31 August 2016, but the June simulations are used for the spin‐up and discarded in the present
study. This ample spin‐up period is considered to provide proper initial conditions for some species that are
not obtained from the MOZART global simulation. The model setup for gas‐phase chemistry, chemical
initial and boundary conditions, and anthropogenic/biogenic emissions is similar to that used in Ryu
et al. (2018) except for the omission of aerosols and the calculation of cloud optical depth (COD) in the
photolysis rates. In the present study, only gas‐phase chemistry (with MOZART‐4 mechanism, see Knote
et al., 2014, and references therein) is considered to reduce computational costs. Unlike Ryu et al. (2018)
in which COD is computed inside the tropospheric ultraviolet and visible (TUV) photolysis scheme using
the formulation based on Chang et al. (1987) and Briegleb (1992) in WRF‐Chem, the present study uses
CODs from the RRTMG shortwave radiation scheme for consistency between physics and chemistry. The
model configuration with key physics and chemistry options used in the present study is summarized in
Table 1.

As in RAPv3, the meteorological lateral boundary conditions are provided by 3 hr and beyond GFS forecasts
with analysis time of 00 and 12 UTC. In other words, the lateral boundary conditions are updated at 03 and
15 UTC. Because RAPv3 has hourly assimilation frequency, the WRF‐Chem forecast that uses RAPv3 as

Table 1
WRF‐Chem Model Configuration and Physics and Chemistry Options

Process Method

Horizontal grid size 12 × 12 km2 (420 × 273 points)
Vertical levels 50
Pressure top 15 hPa
Lateral boundary conditions GFS forecast (0.5° resolutions)
Time step 60 s
Microphysics Thompson (Thompson et al., 2008)
Shortwave and longwave
radiation

RRTMG (Iacono et al., 2008)

Cumulus parameterization Grell and Freitas (2014)
Boundary layer MYNN (Nakanishi & Niino, 2006, 2009)
Land surface RUC (Benjamin et al., 2004)
Gas phase chemistry MOZART‐4 (Knote et al., 2014)
Photolysis Updated TUV (v5.3) with RRTMG COD
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meteorological initial conditions (hereafter, WRF‐Chem‐RAP) is launched every hour using the hourly
updated RAPv3 analysis. We used RAPv3 analysis with its native grids on sigma levels. Figure 1 illustrates
a schematic of how WRF‐Chem‐RAP forecasts are conducted. For each WRF‐Chem‐RAP run, 12‐hr
forecasts are produced except for the one that is initialized at 00 UTC. For 00 UTC initialized WRF‐Chem‐

RAP, 39 h forecasts are produced because this run is used for the day 1 forecast. According to Ryan
(2016), in most locations the air quality forecast must be issued in the late morning or early afternoon for
public warnings and more importantly to encourage private and public entities to curb emissions. This
timing constraint leads to the necessity for the air quality forecast to be a 12‐ to 36‐hr forecast.
Considering the fact that more meteorological observations are available at 00 and 12 UTC from
rawinsonde observations than other times of day and considering the constraints of the public warnings,
we start WRF‐Chem‐RAP forecasts at every 00 UTC for day 1 forecast. Chemical species are cycled
between hourly launched WRF‐Chem‐RAP runs; that is, their initial concentrations are obtained from the
1‐hr forecast of the previous run that has been initialized 1 hr before.

For data assimilation of cloud and precipitation hydrometeors in RAPv3, which is nonvariational data
assimilation, the surface observations of cloud ceiling and visibility and satellite‐based retrievals of cloud
top pressure and temperature are used to modify background hydrometeor fields. In addition, the water
vapor and temperature fields are adjusted by conserving virtual potential temperature to retain the cloud
or clear information in the forecast. Finally, three‐dimensional radar data are used to clear and build hydro-
meteors such as rain, snow, and graupel (Benjamin et al., 2016).

In addition to clouds, in RAPv3, many variables are assimilated using observational data from surface, raw-
insonde, wind profilers, aircraft, and buoy/ship measurements. It is noteworthy that near‐surface observa-
tions from METARs and to a lesser extent mesonet are used to assimilate surface variables such as
pressure, temperature, dew point temperature, and horizontal winds. The RAP soil‐atmosphere coupled
data assimilation particularly provides a significant constraint on the land surface variables such as soil tem-
perature and soil moisture, which are adjusted based on the increments of temperature and relative humid-
ity at the lowest model level, respectively. Amore detailed description of RAPv3 data assimilation is given by
Benjamin et al. (2016).

For the control simulation, we use the same model configuration as in WRF‐Chem‐RAP, but the model is
driven by the GFS forecasts (0.5° on pressure levels) for both initial and lateral boundary meteorological con-
ditions (hereafter, WRF‐Chem‐GFS). The GFS forecast is often used for air quality forecast as meteorological
initial and boundary conditions (Bei et al., 2008; Saide et al., 2016; Zhou et al., 2017). For consistency with
RAPv3 in which 3‐hr GFS forecasts valid at 03 and 15 UTC are used as its background field (Benjamin
et al., 2016), the WRF‐Chem‐GFS starts at 03 and 15 UTC each day using 3‐hr GFS forecasts. By doing so,
we intend to quantify the effect of RAPv3 data assimilation on the WRF‐Chem O3 predictions. The WRF‐
Chem‐RAP forecast is expected to differ from the WRF‐Chem‐GFS forecast not only in terms of clouds
but also in terms of other meteorological variables. Therefore, the main meteorological state variables that
largely affect levels of atmospheric pollutants, which are temperature, dew point temperature, horizontal

Figure 1. A schematic diagram of hourly updatedWRF‐Chem‐RAP cycling. The initial concentrations of chemical species
of each forecast cycle are obtained from the 1‐hr forecast of previous cycle. Day 1 forecast is initialized at 00 UTC and
produced up to 39 hr.
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wind components, and boundary layer height, are evaluated against observations, and the performance of
the WRF‐Chem simulations driven by RAP and GFS forecasts are compared.

A set of sensitivity simulations in which GOES satellite cloud retrievals are used to constrain clouds for
photochemistry (hereafter WRF‐Chem‐GOES) is conducted to further examine its effects on O3 prediction.
TheWRF‐Chem‐GOES uses the same meteorology as WRF‐Chem‐RAP. The samemethod used in Ryu et al.
(2018) is adopted, which replaces WRF‐generated clouds with GOES satellite clouds only in the calculation
of actinic flux and irradiation. In this case, only photolysis rates and photosynthetically active radiation for
emissions of biogenic VOCs are influenced by GOES satellite clouds, and the meteorology is not influenced
by the satellite clouds.

We conduct another set of sensitivity simulations, which use the High Resolution Rapid Refresh (HRRR) as
meteorological inputs, to examine the effects of high‐resolution weather forecasts on surface O3 forecast. The
HRRR explicitly resolves clouds and convection at 3 km and employs more frequent radar assimilation at
15‐min intervals. Because of extensive computational demand for running the WRF‐Chem model at 3‐km
horizontal resolutions, we opt to run the WRF‐Chem model at 12‐km resolutions but use the 3‐km HRRR
forecasts as initial meteorological conditions (hereafter, WRF‐Chem‐HRRR). The model configuration in
terms of physics and chemistry and hourly updated WRF‐Chem simulations are identical to those used
for WRF‐Chem‐RAP. A shorter period of 2–16 August 2016 is considered for the sensitivity simulation using
HRRR, and the initial conditions for chemical species are taken from the 1‐hr forecast of WRF‐Chem‐RAP
valid at 00 UTC 2 August 2016. The description of the experiments performed in the present study is
summarized in Table 2.

2.2. Observations
2.2.1. Meteorological Data
To evaluate the meteorology performance of WRF‐Chem‐GFS andWRF‐Chem‐RAP, we use the hourly sur-
face observations of temperature, dew point temperature, wind speed, and wind direction that are obtained
from NOAA's Meteorological Development Laboratory (previously, Techniques Development Laboratory)
and that are archived at the National Center for Atmospheric Research. In the present study, data from
2,056 surface sites are used for the model evaluation over CONUS, which include synoptic observations,
meteorological aviation reports, automated weather observing systems, and automated surface
observing systems.
2.2.2. Planetary Boundary Layer Height Data
The PBL height and temperature observations at the Atmospheric Radiation Measurement Program
Southern Great Plains (ARM SGP) site are used to validate the modeled PBL height and temperature in
WRF‐Chem‐GFS and WRF‐Chem‐RAP. The ARM observations using radiosonde profiles are available at
4 times of the day (at 00, 06, 12, and 18 UTC) and provide four types of PBL height estimates. In the present
study, we use the PBL height estimates based on the Liu and Liang (2010) method, which is considered as a
reference inMolod et al. (2015). Note that we have used only the ARM data set at the SGP site to evaluate the
model performance because to the authors' best knowledge this is the only data set that provides routine and
quality‐controlled PBL height estimates over CONUS.
2.2.3. EPA Surface O3 Data
The U.S. Environmental Protection Agency (EPA) hourly O3 measurements at 1,299 stations are used to
evaluate the modeled O3. Given strong spatial differences in O3 precursors and chemistry over CONUS,
seven subregions are considered following Eder et al. (2009), that is, Northeast (NE), Upper Midwest
(UM), Lower Midwest (LM), Southeast (SE), Rocky Mountain (RM), Pacific Coast (PC), and California
(CA; see Figure S1 in supporting information).

Table 2
Control (WRF‐Chem‐GFS) and Sensitivity (WRF‐Chem‐RAP, WRF‐Chem‐GOES, WRF‐Chem‐HRRR) Simulations

Simulation Characteristics WRF‐Chem‐GFS WRF‐Chem‐RAP WRF‐Chem‐GOES WRF‐Chem‐HRRR

Initial conditions GFS forecast RAP forecast RAP forecast HRRR forecast
Cloud cover WRF‐generated WRF‐generated GOES satellite WRF‐generated
Forecast cycle 03 and 15 UTC Every hour Every hour Every hour
Initialization time for day 1 forecast 03 UTC 00 UTC 00 UTC 00 UTC
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2.2.4. GOES Satellite Cloud Data
As in Ryu et al. (2018), satellite cloud retrievals of cloud bottom height, cloud top height, and COD from
GOES 13 (GOES‐East) and GOES 15 (GOES‐West) are used to evaluate the model performance and also
to conduct the WRF‐Chem‐GOES simulation in this study. This data set is a subset of the hourly 8‐km cloud
retrievals performed using the Satellite Cloud and Radiation Property Retrieval System (Minnis et al., 2011).
The 8‐km cloud retrievals are regridded to 12‐kmWRF‐Chem grids using the nearest‐neighbor interpolation
as done in Ryu et al. (2018). Uncertainties associated with the satellite products are described in Ryu
et al. (2017).

2.3. Evaluation Methods
2.3.1. Cloud Contingency
The modeled cloudiness is evaluated against the GOES satellite cloud retrievals. A standard 2 × 2 contin-
gency table consisting of four categories, which are hit (a), false alarm (b), miss (c), and correct negative
(d), is used for themodel evaluation (Table S1, supporting information). For both the satellite data andmodel
simulations, the grid cell is labeled as cloudy (clear) when hourly COD at a grid is greater than or equal to
(smaller than) 0.3. The threshold value of 0.3 used in this study is slightly higher than the lowest detection
limit of satellite retrieved COD over land of 0.25. In the present study, two additionalmetrics are used to eval-
uate cloud forecast performance: (1) Accuracy = a + d and (2) Probability of detection (POD) = a/(a + c).
2.3.2. Categorical Statistics for O3 Evaluation
To obtain MDA8 O3 at an EPA observation site, we take 8‐hr running averages of O3 starting from local mid-
night to 11 p.m. local time at the site (so, there are 23 values of 8‐hr average of O3). Then, themaximum value
among the 23 eight‐hour averages are selected for MDA8 O3 at the site. The metrics used for categorical O3

forecast evaluation are based on Eder et al. (2006), but the notations used in the present study are different
from those used in Eder et al. (2006) to make them consistent with the notations for cloud evaluation. A data
point in which both observation and forecast exceed the MDA8 O3 standard (70 ppb) is denoted by hit (a).
The false alarm (b) denotes that a forecast exceeds the standard but the observation does not. The miss (c)
is the case in which a forecast does not exceed the standard but the observation does. A data point in which
neither forecast nor observation exceeds the standard is denoted by correct negative (d). In addition to POD,
two metrics are used to evaluate O3 forecast skill, which are the false alarm ratio (FAR = b/(a + b)) and the
critical success index (CSI = a/(a + b + c)). The CSI represents the hit probability, given that the event was
forecast and/or observed, and it is particularly suited to rare and extreme events (Lawson et al., 2018).

To evaluate O3 forecast skill in the presence of significantly thick clouds, we defined cloudy‐sky conditions
as follows: COD at an EPA observation site is greater than 20 (to consider only thick clouds) at least for 4 hr
during the 8‐hr time window that is used for computation of MDA8 O3. For clear sky, a stricter condition is
applied: no clouds or very thin clouds (COD <0.3) are observed during the period of 13–01 UTC that corre-
sponds to 08–20 EST or 05–17 PST.

3. Model Evaluation
3.1. Surface Meteorological Variables

The conventional surface meteorological observations for 2‐m temperature, 2‐m dew point temperature,
10‐m wind speed, and 10‐m wind direction are used to evaluate the meteorology performance
(Figure 2). The day 1 forecasts valid at daytime hours (10–17 local standard time) are considered here.
Figure 2 shows that WRF‐Chem‐GFS underestimates temperature with a mean bias error of −0.76 °C
while WRF‐Chem‐RAP performs significantly better with a much smaller mean bias error of 0.04 °C.
The root‐mean‐square error (RMSE) and correlation coefficient are also improved in WRF‐Chem‐RAP
compared to WRF‐Chem‐GFS. The WRF‐Chem‐RAP particularly shows an improved performance in
capturing high temperatures exceeding ~32 °C. The dew point temperature is also better predicted in
WRF‐Chem‐RAP than in WRF‐Chem‐GFS in terms of mean bias error, RMSE, and correlation coeffi-
cient. The same analyses are performed for the seven subregions (Table S2, supporting information).
The RMSEs are reduced over all the subregions in WRF‐Chem‐RAP compared to those in WRF‐
Chem‐GFS. The reduction in bias errors are especially noticeable over the northeast and southeast.
Only California exhibits a worse performance in terms of bias errors for 2 m and dew point tempera-
tures in WRF‐Chem‐RAP than in WRF‐Chem‐GFS.
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The wind speed and wind direction show minor improvements in WRF‐Chem‐RAP as compared to WRF‐
Chem‐GFS. The wind speed probability density function (PDF) indicates that WRF‐Chem‐GFS tends to
slightly underestimate wind speed with a mean bias error of −0.18 m/s, which is better captured in WRF‐
Chem‐RAP. The wind direction bias (defined as the absolute difference in wind direction between the model
and observations) shows negligible differences between the two simulations. Overall, the model evaluation
shows that WRF‐Chem‐RAP performs better in capturing the 2016 summer conditions over CONUS than
WRF‐Chem‐GFS especially in terms of near‐surface temperatures.

3.2. Planetary Boundary Layer Height at the SGP Site

Figure 3 compares the observations and day 1 forecasts of 2‐m temperature and PBL height at 18 UTC
(= 12 CST) from WRF‐Chem‐GFS and WRF‐Chem‐RAP. Note that due to a small number of data samples
(once a day at 18 UTC) the observations and model forecasts for the time period of 6 June 2016 to 31 August
2016 are used and compared. The WRF‐Chem‐RAP is in a better agreement with observations for 2‐m
temperature with smaller mean bias error and RMSE, which is consistent with the results shown above

Figure 2. Probability density functions of near‐surface meteorological variables from observations and day 1 forecasts of WRF‐Chem‐GFS and WRF‐Chem‐RAP
during 1 July to 31 August 2016 over CONUS. (a) 2‐m temperature, (b) 2‐m dew point temperature, (c) 10‐m wind speed, and (d) 10‐m wind direction bias
(absolute difference between observations and forecasts). Note that the wind direction bias in WRF‐Chem‐RAP (red line) is very similar to that in WRF‐Chem‐GFS
(blue line; the two are almost completely overlapped). The description of surface meteorological observations is given in section 2.2.1.
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(Figure 2, section 3.1). In terms of PBL, the WRF‐Chem‐RAP predicts 10% lower PBL height compared to
WRF‐Chem‐GFS, resulting in a slight (8%) underestimation of the observed values but at the same time
in a reduction in RMSE. The scatter plots suggest that a better performance in predicting 2‐m
temperatures leads to a better performance in predicting PBL heights. It should be noted, however, that
the differences in 2‐m temperature and PBL height between WRF‐Chem‐GFS and WRF‐Chem‐RAP at the
SGP site are rather small and of opposite sign compared to most other regions (see Figure 8; the star
marker indicates the location of the SGP site).

3.3. Clouds
3.3.1. Day 1 Cloud Forecast
The daytime hourly cloudiness of day 1 forecasts (valid at 16–23 UTC, 13–23 hr later after the initialization)
from WRF‐Chem‐GFS and WRF‐Chem‐RAP is evaluated through a 2 × 2 contingency table (Table 3). The
comparison shows that there are only small differences between the two simulations for all four categories
(hit, false alarm,miss, and correct negative). TheWRF‐Chem‐RAP shows a slightly better performance in hit
and inmiss, which are 23.5% and 20.5%, respectively, as compared to those inWRF‐Chem‐GFS (22.8% for hit
and 21.7% for miss). However, the false alarm is slightly higher and correct negative is slightly lower inWRF‐
Chem‐RAP than in WRF‐Chem‐GFS. The higher hit and false alarm rates in WRF‐Chem‐RAP indicate that
WRF‐Chem‐RAP produces ~5% more frequent cloudiness than WRF‐Chem‐GFS. The probability of detec-
tion is also slightly higher in WRF‐Chem‐RAP (53.4%) than in WRF‐Chem‐GFS (51.2%).

Figure 3. Scatter plots of (a) day 1 WRF‐Chem‐GFS forecast of 2‐m temperature at 18 UTC (= 12 CST) and (c) day 1
WRF‐Chem‐GFS forecast of planetary boundary layer height (PBLH) at 18 UTC at the SGP site. Panels (b) and (d) are
the same as panels (a) and (c), respectively, but for WRF‐Chem‐RAP forecasts. The mean values from observations,
WRF‐Chem‐GFS, and WRF‐Chem‐RAP are denoted by OBS, GFS, and RAP, respectively. The description of PBLH
observations is given in section 2.2.2.
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A more quantitative analysis on COD and cloud top heights is shown in
Figure 4, illustrating the bivariate PDF for GOES satellite retrievals and
WRF‐Chem‐GFS andWRF‐Chem‐RAP day 1 cloud forecasts. The satellite
cloud retrievals show that the most abundant clouds appear at low‐level
(cloud top height below ~3 km) with CODs of 1–10 and their peak value
of ~3. The low‐level clouds with thin to moderate CODs correspond to
cumulus and/or stratocumulus clouds (Hahn et al., 2001). The CODs of
stratocumulus widely vary ranging from less than 1 to more than 20 and
locally can exceed 50 (Wood, 2012). The second distinctive distribution
centered at COD of ~3 at high levels is the characteristic of thin cirrus
clouds with top heights of 8–12 km. These results are consistent with
the findings obtained from GOES 2013 cloud retrievals in Ryu et al.
(2018). Neither of theWRF‐Chem simulations captures the characteristics
of cloud distribution found in satellite retrievals. In fact, the two simula-
tions show rather similar distributions. Both simulations predict a larger

number of thinner clouds than observed (CODs <1 instead of 1–10) although the top height of high‐level
and low‐level clouds is well captured. This result could be caused by the coarse model resolution (12 km),
which is not able to explicitly resolve small‐scale clouds in the horizontal direction. For thick clouds with
CODs of 10–50, both simulations show more frequent low‐level clouds compared to satellite retrieved
clouds. This distribution could be a result of a shift in low‐level clouds whose CODs are overestimated by
the Thompson microphysics scheme or/and the Grell‐Freitas cumulus scheme. A further study is required
to identify causes of this overestimation.

Table 3
Cloud Contingency Table for WRF‐Chem‐GFS and WRF‐Chem‐RAP
Day 1 Forecasts

GOES satellite

Cloudy Clear

Model Cloudy Hit False alarm
GFS 22.8% 8.53%
RAP 23.5% 9.44%
Clear Miss Correct negative
GFS 21.7% 47.0%
RAP 20.5% 46.6%

Note. Clouds over land are only considered, and hourly daytime CODs
(16–23 UTC) are averaged. The values in the table are normalized by total
number of data, so that the unit is percentage (%).

Figure 4. Bivariate probability density function (PDF) of cloud top height (in km, above ground level) and cloud optical depth from (a) GOES satellite retrievals,
(b) WRF‐Chem‐GFS day 1 forecasts, (c) WRF‐Chem‐RAP day 1 forecasts, and (d) differential PDF between WRF‐Chem‐RAP and WRF‐Chem‐GFS day 1 forecasts
(WRF‐Chem‐RAP minus WRF‐Chem‐GFS). Daytime clouds valid at 16–23 UTC over land are only considered.
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The differential PDF between two model simulations Figure 4d) indicates
that the clouds in WRF‐Chem‐RAP have somewhat higher cloud top
heights for both low‐level (~3 km) and high‐level (12–15 km) clouds than
those in WRF‐Chem‐GFS. In addition, more low‐level clouds with CODs
of 1–75 are found in WRF‐Chem‐GFS than in WRF‐Chem‐RAP.
Nonetheless, the overall distributions are similar to each other, which
implies that the day 1 forecasts for clouds are mostly governed by model
dynamics and physics rather than initial conditions.
3.3.2. Hourly WRF‐Chem‐RAP Cloud Forecasts
Figure 5 shows the accuracy rates for 1, 3, 6, and 12 hr and day 1 WRF‐
Chem‐RAP and WRF‐Chem‐GFS cloud forecasts for daytime (16–23
UTC) cloudiness. As expected, the accuracy rate is highest for 1‐hr fore-
casts, and decreases with lead time. The accuracy rate decreases from
72.9% for 1 hr, and 70.1% for day 1 WRF‐Chem‐RAP forecasts. As seen in
Table 3, the day 1 forecast performance is slightly better in WRF‐Chem‐

RAP than in WRF‐Chem‐GFS. It is interesting to note that the 3‐hr fore-
cast performance is similar to the 1‐hr forecast performance, implying that the better initial meteorology
including better initial clouds can be retained for ~3 hr. This result is consistent with the findings from pre-
vious studies (e.g., Bayler et al., 2000; Jones et al., 2013; Martinet et al., 2014; Yucel et al., 2002; Yucel et al.,
2003). A similar result was reported by Bytheway and Kummerow (2015) for HRRR whose performance in
convective precipitation is best at forecast hour 3. The bivariate PDFs for 1‐, 3‐, 6‐, and 12‐hr WRF‐Chem‐

RAP forecasts (Figure S2, supporting information) indicate that the 1‐hr forecasts capture the satellite‐
retrieved cloud PDF slightly better, but this improvement does not last long (~3 hr).

3.4. Surface O3

The day 1MDA8O3 forecast for the period of 1 July to 31 August 2016 is evaluated against the EPAO3 surface
measurements (Table 4). Over CONUS, the day 1 O3 forecast of WRF‐Chem‐GFS is overestimated with a
mean bias error of 5.1 ppb. Over all subregions, the day 1 MDA8 O3 forecasts in WRF‐Chem‐RAP are lower
than those inWRF‐Chem‐GFS, leading to a considerable improvement inmodel performance in general. The
reductions in mean bias error by 5 ppb and in RMSE by 2.4 ppb in WRF‐Chem‐RAP compared to WRF‐
Chem‐GFS over CONUS are particularly remarkable, which correspond to 10% and 4.9% reductions with
respect to mean MDA8 O3 in WRF‐Chem‐GFS, respectively. The results are however contrasting between
the eastern and western CONUS regions. The improvements are particularly significant over the eastern
United States (northeast, upper midwest, southeast, and lower midwest regions). The maximum reduction
in mean bias error by 6.1 ppb is found in the upper midwest, while the largest reduction in RMSE by 5.4
ppb is found in the northeast region. Consistently, the normalized mean bias and normalized mean error
are also improved over the same regions, as well as the correlation coefficients except for lower midwest.

Figure 5. Daytime cloudiness performance in terms of accuracy (= hit rate
+ correct negative) with respect to 1‐, 3‐, 6‐, and 12‐hr WRF‐Chem‐RAP
forecasts, and day 1 WRF‐Chem‐RAP and WRF‐Chem‐GFS forecasts.

Table 4
Performance Statistics of MDA8 O3 Under All Sky Conditions for 1 July to 31 August 2016 Over CONUS and Subregions

Regions

Mean bias error (ppb) Normalized mean bias (%) Root‐mean‐square error (ppb) Normalized mean error (%) Correlation coefficient

GFS RAP GFS RAP GFS RAP GFS RAP GFS RAP

CONUS 5.1 −0.09 14.8 2.9 12.6 10.2 25.2 19.7 0.66 0.67
Northeast 11.3 5.8 24.3 12.8 15.2 9.8 27.2 17.1 0.69 0.75
Upper midwest 9.0 2.9 21.7 7.3 12.5 7.8 24.9 15.2 0.71 0.72
Southeast 10.9 6.4 30.1 18.0 13.2 9.0 31.3 21.1 0.75 0.76
Lower midwest 8.0 4.3 25.9 15.6 12.2 10.1 31.5 25.4 0.70 0.65
Rocky Mountain −8.2 −11.0 −15.2 −20.8 11.0 13.1 18.5 22.3 0.52 0.48
California −1.3 −9.4 2.9 −13.9 11.5 13.2 20.1 20.9 0.58 0.59
Pacific Coast −1.2 −3.7 −2.2 −9.6 8.4 7.8 18.8 17.8 0.70 0.73

Note. Only data samples in whichMDA8O3 is observed in the daytime (with a start time of the 8‐hr window ranging from 8 a.m. to 13 p.m. local time) are used for
the analysis. For mean bias error, normalized mean bias, root‐mean‐square error, and normalized mean error, a lower value in absolute magnitude means a bet-
ter performance. For correlation coefficient, a higher value means a better performance.
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Conversely, over the western CONUS (Rocky Mountain, California, and
Pacific Coast) using RAPv3 meteorology tends to worsen O3 forecast skill
as compared to using GFS meteorology. It is noteworthy that the large
negative bias errors in both forecasts over the Rocky Mountain region
are likely attributable to the underestimation of O3 precursor emissions
associated with oil and gas operations in this region as reported by many
Front Range Air Pollution and Photochemistry Experiment (FRAPPE)
studies (e.g., Benedict et al., 2019; Cheadle et al., 2017; Oltmans et al.,
2019). Benedict et al. (2019) estimated additional O3 of ~20 ppb resulting
from VOCs and NOX from oil and gas production activities. In
California, it is found that the temperature is better predicted in WRF‐
Chem‐GFS than in WRF‐Chem‐RAP in terms of mean bias error: that
is, the mean bias error for 2‐m temperature is −0.31 °C in WRF‐Chem‐

GFS and −0.59 °C in WRF‐Chem‐RAP (Figure S3, supporting informa-
tion). The PDFs both 2‐m temperature and 2‐m dew point temperature
are also better captured by WRF‐Chem‐GFS than by WRF‐Chem‐RAP.

The Taylor diagram (Figure 6) also illustrates the general improvement in
day 1 MDA8 O3 forecast by WRF‐Chem‐RAP over regions. Taylor dia-
gram provides a graphical framework for evaluating how skillful models
are in terms of their correlation, RMSE and standard deviation. The
distance between each model (or case) and the point on the x axis denoted
by “REF” is a measure of how close the model's predictions are as
compared to observations. Better agreements with observations (shorter

distances from the reference point denoted by REF) are seen in WRF‐Chem‐RAP compared to
WRF‐Chem‐GFS over CONUS and subregions except for Rocky Mountain. In particular, northeast, upper
midwest, and southeast regions exhibit significantly better improvements when RAPv3 meteorology is used.
Therefore, it is reasonable to conclude that the use of RAPv3 meteorology can considerably improve the O3

forecast skill in terms of RMSE over most regions of CONUS (except for Rocky Mountain and California) for
this particular model configuration.

Table 5 shows categorical statistics evaluating O3 exceedance of the EPA standard (>70 ppb) for MDA8 O3.
Note that over the Pacific Coast no data sample that exceeds the standard is found inWRF‐Chem‐RAP (so, a
and b explained in section 2.3.2 are zero) for the period of 1 July to 31 August 2016, and hence no categorical
statistics are given. Overall, the WRF‐Chem‐RAP shows a lower probability of detection, but it also shows a
lower false alarm ratio than WRF‐Chem‐GFS. This result is due to the fact that the use of RAPv3 meteorol-

ogy reduces the model overprediction of surface O3 in most regions as dis-
cussed above (see Table 4). It should be noted that WRF‐Chem‐RAP
shows higher critical success index in some subregions than in WRF‐
Chem‐GFS even though the corresponding probability of detections are
lower, for example, in northeast, upper midwest, southeast, and lower
midwest (those are the regions where the model mean bias error is sub-
stantially reduced with RAPv3 meteorology, Table 4).

4. Discussion
4.1. Benefits of Hourly Updated Clouds in WRF‐Chem‐RAP

To assess the effects of hourly updated clouds and to separate them from
hourly updated meteorology (variables other than clouds), the hourly O3

forecast performance under clear‐ and cloudy‐sky conditions is compared
(Figure 7). The underlying hypothesis is that data assimilation for conven-
tional meteorology is applied regardless of cloudiness and that the cloud
data assimilation is applied mostly in the presence of clouds or in the like-
lihood of clouds. This approach provides only an approximate but a rea-
sonable estimate of the effects of cloud data assimilation on O3 forecast.

Figure 6. Taylor diagram of day 1 MDA8 O3 forecasts by WRF‐Chem‐GFS
(blue) and WRF‐Chem‐RAP (red). The numbers indicate the CONUS or
subregions (abbreviations as defined in section 2.2.3 and Table 4).

Table 5
Categorical Statistics, Which Are Computed Based on the Observed
Exceedances, Nonexceedances Versus Forecast Exceedance,
Nonexceedances for MDA8 O3

Regions

Probability of
detection
(POD, %)

False ALARM
RATIO
(FAR, %)

Critical
SUCCESS

INDEX (CSI, %)

GFS RAP GFS RAP GFS RAP

CONUS 37.8 12.8 81.5 76.1 14.2 9.1
Northeast 83.2 74.8 89.2 77.9 10.6 20.6
Upper midwest 81.5 41.7 92.7 75.9 7.2 18.0
Southeast 88.9 44.4 96.6 91.5 3.4 7.6
Lower midwest 45.5 13.6 94. 2 87.0 5.4 7.1
Rocky Mountain 0.9 0.4 90.5 75.0 0.8 0.4
California 32.7 3.2 26.3 11.7 29.2 3.2
Pacific Coast ‐ ‐ ‐ ‐ ‐ ‐

Note. The standard of exceedance is 70 ppb for MDA8 O3.
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Figure 7. Probability density functions of MDA8O3 bias (forecast valueminus observation value) forWRF‐Chem‐RAP 1‐, 3‐, 6‐, and 12‐hr forecasts (a) under clear‐
sky conditions and (b) cloudy‐sky conditions over CONUS. Note that California is excluded in this figure because there are only two cloudy‐sky samples.

Figure 8. Differential maps of daytime‐average (10–17 local standard time) day 1 forecasts of (a) 2‐m temperature, (b) PBL height, (c) O3, and (d) NO2 photolysis
rates (JNO2) between WRF‐Chem‐RAP and WRF‐Chem‐GFS (WRF‐Chem‐RAP minus WRF‐Chem‐GFS).
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The exact quantification cannot be achieved here given that RAPv3 forecast products without cloud data
assimilation are not available, and thus the effects of cloud data assimilation cannot be separated from
those of conventional meteorology data assimilation.

Figure 7 shows that the performance degradation with forecast length in WRF‐Chem‐RAP is more apparent
under cloudy‐sky conditions than under clear‐sky conditions. For example, the RMSE of MDA8 O3 under
cloudy‐sky conditions progressively increases from 8.6 ppb in 1‐hr forecast to 9.5 ppb in 12‐hr forecast,
and up to 10.1 ppb for day 1 forecast. However, the errors under clear‐sky conditions do not show such a ten-
dency with forecast length. In fact, the performance of 6‐hr forecast is the best in terms of mean bias error
and RMSE, although the differences among forecasts are small under clear‐sky conditions. These results sug-
gest that hourly updated meteorology has a greater potential to reduce errors under cloudy‐sky conditions
than under clear‐sky conditions.

In addition, the decrease by 1.5 ppb in RMSE between the day 1 MDA8 O3 forecast and 1‐hr forecast under
cloudy‐sky conditions implies that a benefit of refreshingmeteorology every hour is to reduce errors in initial
concentrations of surface O3. Under clear‐sky conditions, the RMSE of day 1 MDA8 O3 forecast is 8.1 ppb
and is comparable to that of 1‐hr forecast. One can estimate that the effects of hourly updated RAPv3meteor-
ology on reducing O3 RMSE is ~0.5 ppb under clear‐sky conditions at most, which is the difference between
the RMSEs of 6‐ and 12‐hr forecasts. This result can be roughly regarded as the base effect of hourly updated
meteorology. The corresponding effect under cloudy‐sky conditions is 1.5 ppb at most. Therefore, it can be
concluded that the benefit of hourly updated cloud initial fields, which is estimated from the difference in
RMSE reduction between clear and cloudy skies, is ~1 ppb (1.5 ppb minus 0.5 ppb).

4.2. Effects of Boundary Layer

The most distinctive difference in meteorology between WRF‐Chem‐RAP and WRF‐Chem‐GFS is found in
2‐m temperature as seen in Figure 2. Figure 8a shows the differential map of daytime‐averaged 2‐m tempera-
ture between the two simulations, and 2‐m temperature is generally higher in most regions over CONUS in
WRF‐Chem‐RAP than in WRF‐Chem‐GFS. This is due to the higher soil temperatures that are adjusted in
RAPv3 data assimilation based on near‐surface temperature increments (not shown). The higher soil tem-
peratures lead to higher sensible heat fluxes (not shown) and thus higher PBL height in WRF‐Chem‐RAP
than in WRF‐Chem‐GFS (Figure 8b).

Figure 9. Diurnal variation of clear‐sky average of (a) JNO2, (b) PBL height, (c) CO, (d) NO2, (e) chemical production of O3, and (f) O3 at the lowest model level in
WRF‐Chem‐GFS and WRF‐Chem‐RAP day 1 forecast.

10.1029/2019JD031232Journal of Geophysical Research: Atmospheres

RYU ET AL. 13,587



In Figure 8c, surface O3 in WRF‐Chem‐RAP is lower than that in WRF‐
Chem‐GFS over most of CONUS. There could be several reasons for the
lower surface O3 inWRF‐Chem‐RAP, but the primary reason is the higher
PBL height in WRF‐Chem‐RAP than in WRF‐Chem‐GFS (Figure 9). It
should be noted that both simulations use the MYNN boundary layer
parameterization (Table 1). To make the comparison simple, only clear‐
sky conditions are considered so that NO2 photolysis rates (JNO2) exhibit
almost identical diurnal variations between two simulations (Figure 9a).
The diurnal variation in PBL height shows higher peak values in WRF‐
Chem‐RAP by up to 150 m than inWRF‐Chem‐GFS. A higher PBL height
leads to lower pollutant concentrations in WRF‐Chem‐RAP due to
enhanced dilution within a deeper boundary layer. This effect is illu-
strated by the diurnal variation in CO (Figure 9c) which clearly shows
15–20 ppb lower concentrations in WRF‐Chem‐RAP than in WRF‐
Chem‐GFS. CO can be used as an indicator of atmospheric mixing
because of its low reactivity and hence relatively long lifetime (~2months)
compared to NOX. The NO2 concentration is also lower in WRF‐Chem‐

RAP than in WRF‐Chem‐GFS (Figure 9d). The lower concentrations of O3 precursors in the deeper bound-
ary layer lead to the lower chemical production of surface O3 in WRF‐Chem‐RAP than in WRF‐Chem‐GFS
(Figure 9e). Together with the dilution of O3 itself, O3 concentration in WRF‐Chem‐RAP is considerably
lower by ~3 ppb in the nighttime and by ~5 ppb in the daytime (Figure 9f). The same analyses are performed
for the subregions, and the conclusions are consistent across the subregions (see Figures S4–S10,
supporting information).

It should be noted that the negative relationship between PBL height and surface O3 does not hold for all
regions over CONUS. For example, the state of Iowa exhibits the lower PBL height and lower O3 in WRF‐
Chem‐RAP than in WRF‐Chem‐GFS (Figures 8b and 8c). This result is in part caused by the lower JNO2,
which reduces chemical production of O3 in the daytime (Figure 8d). Optically thicker clouds are found
in WRF‐Chem‐RAP over the state of Iowa and nearby states (Figure S11, supporting information). In addi-
tion, the higher PBL height over Iowa inWRF‐Chem‐GFS (negative differential PBL height over Iowa) could
enhance the mixing down of O3 from the residual layer when boundary layer grows during the daytime, and
thus leading to higher O3 in WRF‐Chem‐GFS than WRF‐Chem‐RAP (not shown). It should be noted that
temperature may not be a major/direct contributor to the differential O3 between the two simulations.
High temperature acts to increase O3 concentration. Even though temperature is higher in WRF‐Chem‐

RAP, O3 is lower in WRF‐Chem‐RAP than in WRF‐Chem‐GFS. These results are consistent with previous
studies (e.g., Wilczak et al., 2009).

Figure 10. Boxplot of MDA8 O3 over CONUS and subregions during 1 July
to 31 August 2016 in observations (box and whisker in black), WRF‐Chem‐

RAP, and WRF‐Chem‐GOES. The lower and upper bounds of box in
black indicate the 25th and 75th percentiles, respectively, and the center line
of box indicates the median of observed MDA8 O3. The whiskers indicate
the 1st and 99th percentiles of observedMDA8 O3. The asterisk, up‐pointing
triangle, square, down‐pointing triangle, and circle indicate 1st, 25th, 50th,
75th, and 99th percentiles of the simulations, respectively.

Figure 11. Averaged vertical profiles at 19 UTC under all sky conditions of (a) COD, (b) NO2 photolysis rate (JNO2), and
(c) O3 inWRF‐Chem‐RAP andWRF‐Chem‐GOES. The dashed horizontal lines indicate the average PBL height in the two
simulations, which is the same. Note that the y axis shows up to 13 km in (a) but 3 km in (b) and (c).
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4.3. Effects of Satellite Corrected Clouds and Photochemistry on O3

It is found that the clouds assimilated in RAPv3 are retained only for a few hours, even though the
hourly assimilated clouds act to provide better initial conditions for pollutants in WRF‐Chem‐RAP. In this
subsection, we assess the effects of corrected cloudiness on photochemistry and O3 using GOES cloud
retrievals in addition to hourly updated meteorology using RAPv3. The results of WRF‐Chem‐GOES and
WRF‐Chem‐RAP are compared in Figure 10. Overall, surface MDA8 O3 inWRF‐Chem‐GOES is higher than
in WRF‐Chem‐RAP over CONUS and subregions. Even though the 99th percentile of MDA8 O3 in
WRF‐Chem‐GOES is closest to the observations over CONUS, the majority of MDA8 O3 percentiles in
WRF‐Chem‐GOES simulations are overpredicted compared to the observations, except for Rocky
Mountain, California, and Pacific Coast where WRF‐Chem‐RAP had the tendency to underpredict O3.

The primary reason for lower O3 in WRF‐Chem‐RAP is due to too thick low‐level clouds with cloud top
height below 3 km, which results in lower JNO2 within the boundary layer (Figure 11). In Figure 11, the
peak COD in WRF‐Chem‐RAP (1.44) is found at 1.7 km and this value is larger by a factor of 6 than the
COD from GOES retrievals at the same level (0.24). For GOES retrievals, the peak COD is 0.37 at 4.7 km.
This is consistent with the results shown in Figure 2 that the model produces too many thick low‐level
clouds ranging from 10 to 50 and few high‐level clouds as compared to GOES cloud retrievals. Due to thick
low‐level clouds in WRF‐Chem‐RAP, the boundary layer‐averaged JNO2 is lower by ~5% than that in
WRF‐Chem‐GOES. The resulting difference in O3 between the two simulations is ~4 ppb. In addition to
overestimation of COD of low‐level clouds, missing high‐level clouds with CODs of 1–7.5 in the model
can contribute to the lower O3 in WRF‐Chem‐RAP than in WRF‐Chem‐GOES. As shown by Ryu et al.
(2017), high‐level thin clouds can increase actinic flux even at the ground level as compared to cloud‐free
actinic flux. This phenomenon has also been observed (e.g., Calbo et al., 2005), but to the authors' knowledge
few numerical studies have reported the role of high‐level thin clouds in photochemistry. More systematic
study on this topic would be required in the future.

4.4. Sensitivity Simulations Using HRRR Forecasts

We conduct sensitivity simulations using HRRR forecasts that have higher spatial resolution (3 km). Using
HRRR forecasts is expected to provide initial cloud conditions resolved at higher spatial scales. Small differ-
ences in cloudiness, temperature, and PBL height are found between WRF‐Chem‐HRRR and WRF‐Chem‐

RAP, but in general WRF‐Chem‐RAP shows better agreements with observations (Table 6). Even though the
day 1 O3 forecast performance is slightly better in WRF‐Chem‐HRRR in terms of RMSE (10.25 ppb) than in
WRF‐Chem‐RAP (10.32 ppb), the mean bias error is larger in WRF‐Chem‐HRRR (0.97 ppb) than in WRF‐
Chem‐RAP (0.01 ppb). Overall, the better performance in meteorology in WRF‐Chem‐RAP leads to better
performance in O3 prediction in WRF‐Chem‐RAP, which supports our conclusion highlighting the impor-
tant role of meteorology in O3 prediction.

5. Summary

We evaluate and compare the surface meteorology, cloud and O3 forecast performance over CONUS from
the 12‐kmWRF‐Chem model simulations driven by RAPv3 and GFS forecasts as initial meteorological con-
ditions. ForWRF‐Chem‐RAP, hourly forecasts as analogous to the RAPv3 are produced and the chemistry is
cycled using the 1‐hr forecast of the previous cycle.

The day 1 meteorology forecast from WRF‐Chem‐RAP and WRF‐Chem‐GFS considerably differs in near‐
surface temperature, dew point temperature and PBL height. The WRF‐Chem‐RAP corrects the cold

Table 6
Performance Comparison Between WRF‐Chem‐HRRR and WRF‐Chem‐RAP

Sensitivity experiments
Cloudiness
accuracy

Cloudiness
POD

2‐m temperature
mean PBLH mean

2‐m temperature
mean bias

2‐m temperature
RMSE

WRF‐Chem‐HRRR 69.5% 52.0% 28.9 °C 1.30 km 0.21 °C 2.30 °C
WRF‐Chem‐RAP 70.5% 54.6% 28.7 °C 1.25 km −0.021 °C 2.25 °C

Note. The values are based on day 1 forecast averaged over CONUS for the period of 2–16 August 2016.
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temperature bias that is found in WRF‐Chem‐GFS, and therefore performs better in predicting temperature
than WRF‐Chem‐GFS. The higher temperature in WRF‐Chem‐RAP generally leads to higher PBL height
due to higher soil temperature and sensible heat flux inWRF‐Chem‐RAP than inWRF‐Chem‐GFS. The eva-
luation of PBL height against observations at the ARM Southern Great Plain site shows a better agreement in
WRF‐Chem‐RAP, which suggests that a better performance in temperature can lead to a better performance
in PBL height. The wind predictions are found to be similar between the two simulations.

The day 1 cloud forecast (13–23 hr later after the initialization) is not substantially improved in WRF‐Chem‐

RAP compared to WRF‐Chem‐GFS, implying that day 1 cloud forecasts are governed mostly by the model
dynamics and physics rather than the initial meteorological conditions. The quantitative evaluation of
COD and cloud top height reveals that neither WRF‐Chem‐RAP nor WRF‐Chem‐GFS is able to capture
the cloud properties and distributions observed in satellite cloud retrievals. Both simulations fail to repro-
duce the low‐level and high‐level clouds with CODs of 1–7.5, but instead predict too many very thin clouds
(CODs < 1) and overpredict the CODs of low‐level clouds. The hourly WRF‐Chem‐RAP forecasts indeed
show a slightly better agreement with satellite clouds, but the improvement only lasts for ~3 hr.

The model performance in forecasting next‐day surface MDA8 O3 is significantly improved over the eastern
and central CONUS when RAPv3 is used by reducing positive O3 bias found in WRF‐Chem‐GFS. The max-
imum reduction in RMSE by 5.4 ppb is obtained over the northeast in WRF‐Chem‐RAP compared to that
WRF‐Chem‐GFS. The tendency to overpredict O3 in WRF‐Chem‐GFS results in a higher probability of cap-
turing O3 exceedances but exhibits more frequent false alarms in WRF‐Chem‐GFS as compared to those
in WRF‐Chem‐RAP.

The effect of hourly updated clouds andmeteorology on reducing RMSE in day 1 O3 forecast are small under
clear‐sky conditions (~0.5 ppb at most), but moderate under cloudy‐sky conditions (~1.5 ppb at most). Given
that the initial chemistry conditions are obtained from the 1‐hr forecast of the previous cycle, the hourly
updated WRF‐Chem simulations benefit from hourly updated meteorology because refreshing meteorology
reduces errors in O3 as well as other pollutants associated with meteorology, and this provides better initial
conditions of pollutants to the next cycle.

It is found that the difference in PBL height significantly affects O3 forecast performance between two simu-
lations. The deeper boundary layer in WRF‐Chem‐RAP due to the higher temperature results in the
enhanced dilution of O3 and its precursors and also the lower chemical production of O3.

Sensitivity simulations based on the GOES satellite cloud products show that the model's tendency to over-
predict CODs of low‐level clouds (and so underpredict photolysis rates) leads to lower O3 concentration in
WRF‐Chem‐RAP compared to WRF‐Chem‐GOES. These results suggest that a more skillful representation
of low‐level clouds is required to improve O3 forecast. The lack of high‐level thin clouds in the model could
also affect lower O3 concentrations in WRF‐Chem‐RAP compared to WRF‐Chem‐GOES.
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